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CONTROL SYSTEM FOR STORAGE AND
RETRIEVAL SYSTEMS

CROSS REFERENCE TO RELATED
APPLICATIONS

This application is a continuation of U.S. patent applica-
tion Ser. No. 12/757,337, filed Apr. 9, 2010 (now U.S. Pat. No.
8,594,835 issued Nov. 26, 2013), which claims the benefit of
U.S. Provisional Patent Application No. 61/168,349 filed on
Apr. 10, 2009, the disclosures of which are incorporated
herein by reference in their entireties.

This application is related to U.S. patent application Ser.
No. 12/757,381, entitled “STORAGE AND RETRIEVAL
SYSTEM,” filed on Apr. 9, 2010; U.S. patent application Ser.
No. 12/757,220, entitled “STORAGE AND RETRIEVAL
SYSTEM,” filed on Apr. 9, 2010; U.S. patent application Ser.
No. 12/757,354, entitled “LIFT INTERFACE FOR STOR-
AGE AND RETRIEVAL SYSTEMS,” filed on Apr. 9, 2010;
and U.S. patent application Ser. No. 12/757,312, entitled
“AUTONOMOUS TRANSPORTS FOR STORAGE AND
RETRIEVAL SYSTEMS,” filed on Apr. 9, 2010, the disclo-
sures of which are incorporated by reference herein in their
entireties.

BACKGROUND

1. Field

The exemplary embodiments generally relate to material
handling systems and, more particularly, to automated stor-
age and retrieval systems.

2. Brief Description of Related Developments

Warehouses for storing case units may generally comprise
a series of storage racks that are accessible by transport
devices such as, for example, fork lifts, carts and elevators
that are movable within aisles between or along the storage
racks or by other lifting and transporting devices. These trans-
port devices may be automated or manually driven. Generally
the case units stored on the storage racks are contained in
carriers, for example storage containers such as trays, totes or
shipping cases, or on pallets. Generally, incoming pallets to
the warehouse (such as from manufacturers) contain shipping
containers (e.g. cases) of the same type of goods. Outgoing
pallets leaving the warehouse, for example, to retailers have
increasingly been made of what may be referred to as mixed
pallets. As may be realized, such mixed pallets are made of
shipping containers (e.g. totes or cases such as cartons, etc.)
containing different types of goods. For example, one case on
the mixed pallet may hold grocery products (soup can, soda
cans, etc.) and another case on the same pallet may hold
cosmetic or household cleaning or electronic products.
Indeed some cases may hold different types of products
within a single case. Conventional warehousing systems,
including conventional automated warehousing systems do
not lend themselves to efficient generation of mixed goods
pallets. In addition, storing case units in, for example carriers
or on pallets generally does not allow for the retrieval of
individual case units within those carriers or pallets without
transporting the carriers or pallets to a workstation for manual
or automated removal of the individual case units.

It would be advantageous to have a storage and retrieval
system for efficiently storing and retrieving individual items
without containing those items in a carrier or on a pallet.

BRIEF DESCRIPTION OF THE DRAWINGS

The foregoing aspects and other features of the disclosed
embodiments are explained in the following description,
taken in connection with the accompanying drawings,
wherein:
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FIG. 1 schematically illustrates an exemplary storage and
retrieval system in accordance with an exemplary embodi-
ment;

FIG. 2 schematically illustrates a control system of a stor-
age and retrieval system in accordance with an exemplary
embodiment;

FIG. 3 illustrates a portion of the control system of FIG. 2
in accordance with an exemplary embodiment;

FIG. 4 illustrates a control schematic for a storage and
retrieval system in accordance with an exemplary embodi-
ment;

FIG. 4A schematically illustrates a portion of the control
system of FIG. 2 in accordance with an exemplary embodi-
ment;

FIG. 4B illustrates a resource reservation queue in accor-
dance with an exemplary embodiment;

FIG. 5 schematically illustrates a portion of the control
system of FIG. 2 in accordance with an exemplary embodi-
ment;

FIG. 6A illustrates a conventional organization of item
storage in a storage bay;

FIG. 6B illustrates an organization of items in a storage bay
in accordance with an exemplary embodiment;

FIG. 6C illustrates a comparison of unused storage space
between the item storage of FIG. 6 A and the item storage of
FIG. 6B;

FIG. 7 is a schematic illustration of a portion of a storage
and retrieval system in accordance with an exemplary
embodiment;

FIG. 8 schematically illustrates a portion of the control
system of FIG. 2 in accordance with an exemplary embodi-
ment;

FIG. 9 is a schematic illustration of a portion of a storage
and retrieval system in accordance with an exemplary
embodiment;

FIG. 10 is a schematic diagram illustrating traffic manage-
ment in a storage and retrieval system in accordance with an
exemplary embodiment;

FIGS. 11A and 11B are schematic diagrams illustrating
transport robot communications in accordance with an exem-
plary embodiment;

FIG. 12 is a schematic illustration of bot traffic manage-
ment in accordance with an exemplary embodiment;

FIG. 13 is a schematic illustration of a method in accor-
dance with an exemplary embodiment; and

FIGS. 14 and 15 are flow diagrams of exemplary methods
in accordance with the exemplary embodiments.

DETAILED DESCRIPTION OF THE
EXEMPLARY EMBODIMENT(S)

FIG. 1 generally schematically illustrates a storage and
retrieval system 100 in accordance with an exemplary
embodiment. Although the disclosed embodiments will be
described with reference to the embodiments shown in the
drawings, it should be understood that the disclosed embodi-
ments can be embodied in many alternate forms. In addition,
any suitable size, shape or type of elements or materials could
be used.

In accordance with one exemplary embodiment the storage
and retrieval system 100 may operate in a retail distribution
center or warehouse to, for example, fulfill orders received
from retail stores for case units (where case units as used
herein means items not stored in trays, on totes or on pallets,
e.g. uncontained). It is noted that the case units may include
cases of items (e.g. case of soup cans, boxes of cereal, etc.) or
individual items that are adapted to be taken oft of or placed
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on a pallet. In accordance with the exemplary embodiments,
shipping cases or case units (e.g. cartons, barrels, boxes,
crates, jugs, or any other suitable device for holding items)
may have variable sizes and may be used to hold items in
shipping and may be configured so they are capable of being
palletized for shipping. It is noted that when, for example,
pallets of case units arrive at the storage and retrieval system
the content of each pallet may be uniform (e.g. each pallet
holds a predetermined number of the same item—one pallet
holds soup and another pallet holds cereal) and as pallets
leave the storage and retrieval system the pallets may contain
any suitable number and combination of different case units
(e.g. each pallet may hold different types of items—a pallet
holds a combination of soup and cereal). In alternate embodi-
ments the storage and retrieval system described herein may
be applied to any environment in which items are stored and
retrieved.

The storage and retrieval system 100 may be configured for
installation in, for example, existing warehouse structures or
adapted to new warehouse structures. In one exemplary
embodiment, the storage and retrieval system may include
in-feed and out-feed transfer stations 170, 160, multilevel
vertical conveyors 150A, 1508, a storage structure 130, and a
number of autonomous vehicular transport robots 110 (re-
ferred to herein as “bots™). In alternate embodiments the
storage and retrieval system may also include bot transfer
stations that may provide an indirect interface between the
bots 110 and the multilevel vertical conveyors 150A, 150B.
The in-feed transfer stations 170 and out-feed transfer sta-
tions 160 may operate together with their respective multi-
level vertical conveyors 150A, 150B for transferring case
units to and from one or more levels of the storage structure
130. It is noted that while the multilevel vertical conveyors are
described herein as being dedicated inbound conveyors 150A
and outbound conveyors 150B, in alternate embodiments
each of the conveyors 150A, 150B may be used for both
inbound and outbound transfer of case units/items from the
storage and retrieval system. As may be realized, the storage
and retrieval system 100 may include multiple in-feed and
out-feed multilevel vertical conveyors 150A, 150B that are
accessible by, for example, bots 110 on each level of the
storage and retrieval system 100 so that one or more case
unit(s), uncontained or without containment (e.g. case unit(s)
are not sealed in trays), can be transferred from a multilevel
vertical conveyor 150A, 150B to each storage space on a
respective level and from each storage space to any one of the
multilevel vertical conveyors 150A, 150B on a respective
level. The bots 110 may be configured to transfer the uncon-
tained case units between the storage spaces and the multi-
level vertical conveyors with one pick (e.g. substantially
directly between the storage spaces and the multilevel vertical
conveyors). By way of further example, the designated bot
110 picks the uncontained case unit(s) from a shelf of a
multilevel vertical conveyor, transports the uncontained case
unit(s) to a predetermined storage area of the storage structure
130 and places the uncontained case unit(s) in the predeter-
mined storage area (and vice versa).

The bots 110 may be configured to place case units, such as
the above described retail merchandise, into picking stock in
the one or more levels of the storage structure 130 and then
selectively retrieve ordered case units for shipping the
ordered case units to, for example, a store or other suitable
location. In one exemplary embodiment, the bots 110 may
interface directly with the multilevel vertical conveyors
150A, 150B through, for example, extension of a bot transfer
arm relative to a frame of the bot 110. The bot transfer arm
may have extendable fingers for interfacing with slatted or
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fingered support shelves of the multilevel vertical conveyors
as described in U.S. patent application Ser. No. 12/757,312,
entitled “AUTONOMOUS TRANSPORTS FOR STORAGE
AND RETRIEVAL SYSTEMS,” previously incorporated
herein by reference in its entirety.

In one exemplary embodiment, the storage and retrieval
system 100 may include a bot positioning system for posi-
tioning the bot adjacent the shelves of the multilevel vertical
conveyors 150A, 150B for picking/placing a desired pickface
(e.g. one or more case units as described in greater detail
below) from/to a predetermined one of the shelves (e.g. the
bot 110 is positioned so as to be aligned with the pickface).
The bot positioning system may also be configured to corre-
late the extension of the bot transfer arm with the movement
(e.g. speed and location) of the multilevel vertical conveyor
shelves so that the transfer arm is extended and retracted to
remove (or place) pickfaces from predetermined shelves of
the multilevel vertical conveyors 150A, 150B. For exemplary
purposes only, the bot 110 may be instructed by, for example,
control server 120 or any other suitable control device of the
storage and retrieval system to extend the bot transfer arm into
the path of travel of the pickface. As the pickface is carried by
the multilevel vertical conveyor 150A, fingers of the bot
transfer arm pass through the fingers of the shelf for transfer-
ring the pickface from the shelf to the transfer arm (e.g. the
pickface s lifted from the fingers via relative movement of the
shelf and the transfer arm).

The storage structure 130 may include multiple levels of
storage rack modules where each level includes an array of
storage spaces (arrayed on the multiple levels and in multiple
rows on each level), picking aisles 130A formed between the
rows of storage spaces, and transfer decks 130B. The picking
aisles 130A and transfer decks 130B being arranged for
allowing the bots 110 to traverse respective levels of the
storage structure 130 for placing case units into the picking
stock and then selectively retrieve ordered case units for
shipping the ordered items to, for example, a store or other
suitable location. As may be realized, the storage and retrieval
system may be configured to allow random accessibility to
the storage spaces as will be described in greater detail below.
For example, all storage spaces in the storage structure 130
may be treated substantially equally when determining which
storage spaces are to be used when picking and placing case
units from/to the storage structure 130 such that any storage
space of sufficient size can be used to store case units. The
storage structure 130 of the exemplary embodiments may
also be arranged such that there is no vertical or horizontal
array partitioning of the storage structure. For example, each
multilevel vertical conveyor 150A, 150B is common to all
storage spaces (e.g. the array of storage spaces) in the storage
structure 130 such that any bot 110 can access each storage
space and any multilevel vertical conveyor 150A, 150B can
receive case units from any storage space on any level so that
the multiple levels in the array of storage spaces substantially
act as a single level (e.g. no vertical partitioning). The multi-
level vertical conveyors 150A, 150B can also receive case
units from any storage space on any level of the storage
structure 130 (e.g. no horizontal partitioning).

The storage structure 130 may also include charging sta-
tions (not shown) for replenishing, for example, a battery
pack of the bots 110. In one exemplary embodiment, the
charging stations may be located at, for example, a transfer
station so that the bot can substantially simultaneously trans-
fer items between, for example, the bot and a multilevel
vertical conveyor 150A, 150B while being charged.

The bots 110 and other suitable features of the storage and
retrieval system 100 may be controlled by, for example, one
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ormore central system control computers (e.g. control server)
120 through, for example, any suitable network 180. The
network 180 may be a wired network, a wireless network or a
combination of a wireless and wired network using any suit-
able type and/or number of communication protocols. It is
noted that, in one exemplary embodiment, the system control
server 120 may be configured to manage and coordinate the
overall operation of the storage and retrieval system 100 and
interface with, for example, a warechouse management sys-
tem, which in turn manages the warehouse facility as a whole.

As described above, the components of the storage and
retrieval system described herein are in communication with
and/or controlled by control server 120 as shown in FIGS. 2
and 3. The control server 120 may include a collection of
substantially concurrently running programs that are config-
ured to manage the storage and retrieval system 100 includ-
ing, for exemplary purposes only, controlling, scheduling and
monitoring the activities of all active system components,
managing inventory and pickfaces, and interfacing with the
warehouse management system 2500. The active system
components may be the physical entities that act upon the
items to be stored and retrieved. The active system compo-
nents may include, as a non-limiting example, items such as
bots, in-feed and out-feed stations, multilevel vertical con-
veyors, the network and user interface terminals.

It is noted that a “pickface” as used herein may comprise
one or more uncontained case units and may correspond to the
load of a single bot 110 that is placed in a space on a storage
shelf. Conversely, the bot load may be established based on a
pickface determination. The storage shelf may hold a set of
one or more merchandise items (e.g. case units) placed one
behind the other on the storage shelf to be used in pick
transactions for filling customer orders. As may be realized,
the space envelope or area planform of each pickface may be
different. By way of example, uncontained cases, such as
those directly transported by the multilevel vertical conveyors
have various different sizes (e.g. differing dimensions). Also,
as noted each pickface may include one or more uncontained
cases. Thus, the length and width of each pickface carried by
the multilevel vertical conveyors may be different. In one
example, all case units in a given pickface are of the same
stock keeping unit (SKU) and originally from the same pallet.
In alternate embodiments, each pickface may include any
suitable items. As may be realized the determination of the
pickfaces may be variable within the storage and retrieval
system such that the size and locations of the pickface are
dynamically changeable. It is also noted that interfacing with
the warehouse management system 2500 allows the control
server 120 to receive and execute pallet orders and to submit
and execute replenishment orders as will be described below.

The control server 120 may be configured to order the
removal of case units from the storage and retrieval system for
any suitable purpose, in addition to order fulfillment, such as,
for example, when case units are damaged, recalled or an
expiration date of the case units has expired. In one exemplary
embodiment, the control server 120 may be configured to give
preference to case units that are closer to their expiration date
when fulfilling orders so those case units are removed from
the storage and retrieval system before similar case units (e.g.
with the same SKU) having later expiration dates. In the
exemplary embodiments, the distribution (e.g. sortation) of
case units in the storage and retrieval system is such that the
case units can be provided for delivery to a palletizing station
in any suitable order at any desired rate using only two sor-
tation sequences. The control server 120 may be configured to
fulfill orders so that the case units are provided by the bots 110
to respective multilevel vertical conveyors 150B in a first
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predetermined sequence (e.g. a first sortation of items) and
then removed from the respective multilevel vertical convey-
ors 150B in a second predetermined sequence (e.g. a second
sortation of items) so that the case units may be placed on
pallets (or other suitable shipping containers/devices) in a
predetermined order. For example, in the first sortation of
caseunits the bots 110 may pick respective pickfaces (e.g. one
ormore case units) in any order. The bots 110 may traverse the
picking aisles and transfer deck (e.g. circulate around the
transfer deck) with the pickface until a predetermined time
when the pickface is to be delivered to a predetermined mul-
tilevel vertical conveyor 150B. In the second sortation of case
units, once the pickfaces are on the multilevel vertical con-
veyor 1508 the pickfaces may circulate around the conveyor
until a predetermined time when the pickfaces are to be deliv-
ered to the out-feed transfer station 160. Referring also to
FIG. 13, it is noted that the order of pickfaces delivered to the
pallets may correspond to, for example, store plan rules 9000.
The store plan rules 9000 may incorporate, for example, an
aisle layout in the customer’s store or a family group of items
corresponding to, for example, a particular location in the
store where the pallet will be unloaded or a type of item. The
order of pickfaces delivered to the pallets may also corre-
spond to a durability of the case units. For example, crushable
items may be delivered to the pallet after heavier more
durable items are delivered to the pallet.

The control server 120 in combination with the structural/
mechanical architecture of the storage and retrieval system
100 enables maximum load balancing. As described herein,
the storage spaces/storage locations are decoupled from the
transport of the case units through the storage and retrieval
system. For example, the storage volume (e.g. the distribution
of case units in storage) is independent of and does not affect
throughput of the case units through the storage and retrieval
system. The storage array space may be substantially uni-
formly distributed with respect to output. The horizontal sor-
tation (at each level) and high speed bots 110 and the vertical
sortation by the multilevel vertical conveyors 150B substan-
tially creates a storage array space that is substantially uni-
formly distributed relative to an output location from the
storage array (e.g. an out-feed transfer station 160 of a mul-
tilevel vertical conveyor 150B). The substantially uniformly
distributed storage space array also allows case units to be
output at a desired substantially constant rate from each out-
feed transter station 160 such that the case units are provided
in any desired order. To effect the maximum load balancing,
the control architecture of the control server 120 may be such
that the control server 120 does not relate the storage spaces
within the storage structure 130 (e.g. the storage array) to the
multilevel vertical conveyors 150B based on a geographical
location of the storage spaces (which would result in a virtual
partitioning of the storage spaces) relative to the multilevel
vertical conveyors 150B (e.g. the closest storage spaces to the
multilevel vertical conveyor are not allocated to cases moving
from/to that multilevel vertical conveyor). Rather, the control
server 120 may map the storage spaces uniformly to each
multilevel vertical conveyor 150B and then select bots 110,
storage locations and output multilevel vertical conveyor
1508 shelf placement so that case units from any location in
the storage structure come out from any desired multilevel
vertical conveyor output (e.g. at the out-feed transfer stations)
at a predetermined substantially constant rate in a desired
order.

The control server 120 may include one or more server
computers 120A, 120B and a storage system or memory
2400. In alternate embodiments the control server 120 may
have any suitable configuration. In one exemplary embodi-
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ment, the server computers 120A, 120B may be configured
substantially identically to each other where one server com-
puter 120A is designated as a primary server and the other
server computer 120B is designated as a secondary server. In
normal operation the storage and retrieval system, such as
storage and retrieval system 100, is substantially controlled
by the primary server computer 120A. In the event of a failure
of the primary server computer 120A, the secondary server
computer 120B may be configured to assume operation of the
storage and retrieval system 100 in any suitable manner. For
example, the secondary server computer 120B may be con-
figured to initialize itself with operating information stored in
databases 2401 (FIG. 3) of, for example the storage system
2400. In alternate embodiments the secondary server com-
puter 120B may be configured to reconstruct the operational
databases based on, for example, database snap-shots or log
files, reboot and then initialize itself from the restored data-
bases. While only two server computers 120A, 120B are
shown, in alternate embodiments there may be any suitable
number of server computers connected to each other so that
there are any suitable number of levels of redundancy. In one
exemplary embodiment, the control server 120 may include
or be coupled to any suitable number of host computers,
where each of the host computers is configured to operate one
or more levels of the storage structure 130. In the event of a
host computer failure, the control server 120 may be config-
ured to assign operation of the one or more levels of the failed
host computer to another host computer so that the storage
and retrieval system operates substantially uninterrupted. In
alternate embodiments, the control server 120 may be con-
figured to assume operational control over the one or more
levels of the failed host computer.

The storage system 2400 of the control server 120 may be
physically separated from the server computers 120A, 120B.
In one exemplary embodiment, the storage system 2400 may
be located in the same facility as the control server 120 while
in other alternate embodiments the storage system 2400 may
be located off-site from the facility in which the control
servers 120A, 120B are located. In still other alternate
embodiments, the storage system may be integral to one or
more of the server computers 120A, 120B. The storage sys-
tem 2400 may be configured with any suitable number of
storage locations for providing data redundancy for holding
operational databases and other runtime data. The control
server 120 may be configured to access, update or otherwise
manage the operational databases 2401 and other runtime
data (such as for example, event logs 2402 (FIG. 3) or other
suitable data) in any suitable manner and for any suitable
purposes. The control server 120 may also be configured to
record a maintenance history for each component (e.g. bots,
transfer stations, conveyors, etc.) of the storage and retrieval
system. In the case of the bots 110, each bot may be config-
ured to send the control server 120 information pertaining to
the maintenance of the bot (e.g. when the bot is charged, the
distance traveled by the bot, repair information or any other
suitable information) at any suitable time intervals. In other
exemplary embodiments, the control server 120 may request
maintenance information from the bots 110.

The control server 120 may be configured to communicate
with the active system components of the storage and retrieval
system 100 through the network 180. As described above, the
network 180 may be a wired network, a wireless network, or
a combination of wired and wireless networks. In one exem-
plary embodiment, all fixedly located components of the stor-
age and retrieval system 100 may be connected to the control
server 120 through a wired portion of network 180 while the
movably located components of the storage and retrieval sys-
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tem (such as e.g. the bots 110) may be connected to the
control server through a wireless portion of the network 180.
In alternate embodiments fixed elements may be connected to
the control server 120 through wireless communication. In
still other alternate embodiments the movable elements may
be connected to the control server 120 through any suitable
wired communications.

The network 180 may be a single physical network or be
divided into separate physical networks. For example, in one
exemplary embodiment, each level of the storage structure
130 may have its own individual communication network,
which in turn communicates with the control server 120. Each
individual communication network may operate on, for
example, a different communication frequency than other
different ones of the individual communication networks. In
other exemplary embodiments, groups of levels (e.g. one or
more levels) of the storage structure 130 may share individual
networks, which are in turn in communication with the con-
trol server 120. It is noted that the control server 120 may be
configured to communicate with the one or more communi-
cation networks using a shared network or one or more private
networks.

Inone exemplary embodiment, as can be seen in FIG. 3, the
control server 120 includes a front end 2510 and an activity
controller 2520. It is noted that while the control server 120 is
described as having the configuration shown in FIG. 3, in
alternate embodiments the control server 120 may have any
suitable configuration. In this exemplary embodiment, the
front end 2510 may include any suitable programs or modules
for carrying out the activities of the storage and retrieval
system. As a non-limiting example, the front end 2510 may
include an order manager 2511, an inventory manager 2512
and a management server 2513. The order manager 2511 may
be configured to process orders submitted by the warehouse
management system 2500.

The inventory manager 2512 may be configured to provide
inventory services to any suitable components of the storage
and retrieval system 100 and/or the warehouse management
system 2500. The management server 2513 may be config-
ured to monitor the processes of the storage and retrieval
system 100. The activity controller 2520 may include any
suitable programs or modules for controlling the activities of
the storage and retrieval system 100. For example, the activity
controller 2520 may include a bot management subsystem
2521, a resource manager 2522, a controller monitor 2523
and an event processor 2524. The bot management subsystem
2521 may be configured to manage bot movement and trans-
port activity. The resource manager 2522 may be configured
to manage the activities of the active and passive (e.g. bot
charging stations, etc.) components of the storage and
retrieval system (which in alternate embodiments may
include bot activity). The controller monitor 2523 may be
configured to monitor various external controllers 2550 for
operating one or more active components such as, for
example, components 150A, 150B, 160A, 160B, 210, 220,
2501, 2503 of the storage and retrieval system 100. The event
processor 2524 may be configured to monitor events such as
picking or placing of case units within the storage structure
130, available storage locations, active bots, or any other
suitable events and update one or more databases 2401 and/or
event logs 2402 accordingly.

In one exemplary embodiment one or more user interface
terminals or operator consoles 2410 may be connected to the
control server 120 in any suitable manner, such as through, for
example, network 180. In one exemplary embodiment, the
user interface terminals 2410 may be substantially similar to
the computer workstations described in, for exemplary pur-
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poses only, U.S. patent application Ser. No. 12/757,354,
entitled “LIFT INTERFACE FOR STORAGE AND
RETRIEVAL SYSTEMS,” previously incorporated herein
by reference in its entirety. The one or more user interface
terminals 2410 may be configured to allow an operator of the
storage and retrieval system 100 to control one or more
aspects of the storage and retrieval system 100. In one exem-
plary embodiment, one or more of the user interface terminals
2410 may allow for manual entry/modification/cancellation
of customer orders and replenishment orders. In another
example, the user interface terminals 2410 may allow for
inspection, modification or otherwise accessing/entering data
within the databases of the system 100 such as, for example,
the databases maintained by the inventory manager 2512.
One or more of the user interface terminals 2410 may allow an
operator to graphically view inventory tables and provide a
mechanism for specifying criteria for which case units to
display (e.g. showing information for case units with a speci-
fied SKU, information about a SKU, how full a specified
storage level is, the status of pick or replenishment orders, or
any other suitable information) to the user of the user inter-
face terminal 2410. One or more of the user interface termi-
nals 2410 may be configured to allow for the display of
current order, historical order and/or resource data. For
example, the historical data may include the origins of a
specified item in storage, fulfilled orders or other suitable
historical data (which may include historical data pertaining
to the storage and retrieval system components). Current
order data may include, for example, current order status,
order placement dates, item SKUs and quantities or any other
suitable information pertaining to current orders. The
resource data may include, for example, any suitable infor-
mation about the active or passive resources within the stor-
age and retrieval system. The user interface terminals 2410
may be configured to allow generation of any suitable reports
2699 (FIG. 4) pertaining to the operation of the storage and
retrieval system 100. The user interface terminals 2410 may
provide a “real time” or up to date representation of the
picking structure. In one example, the picking structure rep-
resentation may be a graphical representation presented on,
for example, a display of the user interface terminal 2410
indicating for example, a status of one or more components of
the storage and retrieval system. For example, a graphical
layout of the entire storage and retrieval system 100 may be
displayed such that a location of the bots 110 for each level is
shown, the case units in each storage slot are shown, the
position of case units being transported within the storage
structure are shown or any other suitable graphical informa-
tion pertaining to the operation of the storage and retrieval
system 100 may be shown. One or more of the user interface
terminals 2410 may be configured such that an operator can
change a status of the storage and retrieval system resources,
such as, for exemplary purposes only, take an aisle, conveyor
and/or bot (and/or any other suitable system resource) out of
service or place a system resource back in service as well as
add new resources to (and/or remove resources from) the
system 100.

Referring also to FIG. 4, an exemplary operation of the
storage and retrieval system will be described in accordance
with an exemplary embodiment. The warehouse management
system 2500 receives a customer order and examines the
order to determine which case units in the order can be ful-
filled by the storage and retrieval system 100. Any suitable
portion of the order that can be fulfilled by the storage and
retrieval system 100 is forwarded to the control server 120 by
the warechouse management system 2500. It is noted that
portions of the order that are not filled by the storage and
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retrieval system may be fulfilled manually such that the stor-
age and retrieval system is capable of partial pallet builds. For
exemplary purposes only, an order where case units are
requested to be picked from the storage and retrieval system
100 and placed onto one or more pallets may be called a
“pallet order”. Conversely, orders issued by the storage and
retrieval system 100 to replenish case units into the storage
and retrieval system 100 may be called, for exemplary pur-
poses “replenishment orders”. The orders may be broken
down into tasks for the bots 110 to execute. For exemplary
purposes only, a bot task which is part of a pallet order may be
called a picking task and a bot task that is part of a replenish-
ment order may be called a put away task.

Referring again to FIG. 1, as an exemplary overview of an
order fulfillment process including both replenishment and
pallet orders, case units for replenishing the picking stock are
input at, for example, depalletizing workstations 210 (so that
case units bundled together on pallets or other suitable con-
tainer-like transport supports) are separated and individually
carried on, for example, conveyors 240 or other suitable trans-
fer mechanisms (e.g. manned or automated carts, etc.) to the
in-feed transfer stations 170 (Block 2200, FIG. 14). The
depalletizing workstations 210 may be configured to, for
exemplary purposes only, pick layers from the pallets and
convert each layer of case units from the pallet into a stream
of case units going into the storage and retrieval system 100.
The depalletizing workstations 210 may include any suitable
features, such as measurement equipment for determining a
size of the case units removed from the pallet so that the case
units may be placed on an appropriate or predetermined level
of the storage structure 130. It is noted that the height of the
levels of the storage structure 130 may be non-uniform such
that the height of one or more levels is greater than or smaller
than the height of other levels in the storage structure 130. The
in-feed transfer stations 170 load the individual case units
(which form pickfaces) onto respective multilevel vertical
conveyors 150A, which carry the pickfaces to the predeter-
mined level of the storage structure 130 (Blocks 2210 and
2220, FIG. 14). The bots 110 located on the predetermined
level of the storage structure 130 interface with the multilevel
vertical conveyor 150 A for removing the individual pickfaces
from the multilevel vertical conveyor 150A (Block 2230,
FIG. 14). The bots 110 assigned to the predetermined level
traverse the transfer deck(s) for accessing any picking aisle
for transferring the pickfaces to any predetermined storage
module of the storage structure 130 (Blocks 2240 and 2250,
FIG. 14). When an order for individual case units is made the
bots 110 retrieve the corresponding pickfaces from a desig-
nated storage module of the storage structure 130 and transfer
the ordered case units (e.g. pickfaces) to multilevel vertical
conveyors 150B (Blocks 2300 and 2310, FIG. 15). It is noted
that the control server 120, for example, may schedule the
timing at which the bots 110 transfer their loads to a prede-
termined shelf of the respective multilevel vertical conveyor
150B so that each case arrives at the palletizing workstations
160 in a predetermined order or sequence (e.g. time) where
the sequence corresponds to a sequence for building the out-
bound pallet or for otherwise sorting the picked items, as will
be described in greater detail below (Blocks 2320 and 2330,
FIG. 15). The multilevel vertical conveyor 150B transports
the pickfaces to the out-feed transfer stations 160 where the
pickfaces are transported to patelletizing workstations 220 by
conveyors 230 where the case unit(s) that make up the pick-
face are placed on outbound pallets (or other suitable con-
tainer-like transport supports) for shipping to a customer
(Blocks 2340 and 2350, FIG. 15). The out-feed transfer sta-
tions 160 and the palletizing workstations 220 may be
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referred to collectively as an order assembly station. As may
be realized, the storage and retrieval system allows for order-
ing mixed case units of any suitable quantity without having
to pick and transport, for example, entire trays, totes or pallets
of items to and from the storage structure 130.

The order fulfillment and replenishment processes will
now be described in greater detail. When an order is to be
fulfilled the warehouse management system 2500 issues an
execute order message (FIG. 5) to, for example, the order
manager 2511. The execute order message refers to a pallet
identification specified at the time of order entry and it speci-
fies an out-feed station 2860A, 2860B and/or palletizing sta-
tion 2820A, 2820B. As can be seen in FIGS. 3 and 4, the order
manager 2511 may be configured to receive the orders from
the warehouse management system 2500. The order manager
2511 may issue tasks to individual level managers 2608 to
pick up and/or put away items. It is noted that communication
between, for example, the order manager 2511 and the level
managers 2608 may be over any suitable communication
channel/protocol including, but not limited to, a three-phase
commit protocol configured to substantially ensure that the
communications are not duplicated in the event of, for
example, a system outage or interruption. The level managers
2608 may be configured to control a respective level of the
storage structure 130. In one exemplary embodiment, there
may be one level manager 2608 per storage structure level. In
alternate embodiments, there may be more than one level
associated with each level manager 2608. In still other alter-
nate embodiments, there may be more than one level manager
2608 associated with each level in the storage structure 130.
Each level manager 2608 may be configured to receive tasks
to be completed by the respective level and issue tasks for the
respective bots 110A, 110B, 110N to execute. In this
example, bots 110A correspond to bots of, for example, level
1 of the storage structure 130, bots 110B correspond to bots
of, for example, level 2 of the storage structure and bots 110N
correspond to, for example bots of level “n” of the storage
structure, where the storage structure has any suitable number
of levels.

Referring also to FIG. 4A, each level manager 2608 may be
split into, for example, two services such as a front end
service 2650 and a backend or bot service 2651. The frontend
service 2650 may include, for example, a control service 2653
and an idle bot manager 2652. The back end 2651 may
include traffic managers 2654 and bot proxy 2680. A structure
manager 2656 and a reservation manager 2608A may be
shared by the front end service 2650 and the back end service
2651. In alternate embodiments the level managers 2608 may
have any suitable configuration for controlling one or more
respective levels of the storage and retrieval system 100. In
one example, pick and put requests may enter a control ser-
vice 2653 through the front end 2650. For example, the front
end 2650 may receive requests from, for example, the order
manager 2511 and/or inventory manager 2512 and dispatch
those requests to idle bots 110 in the form of bot jobs or tasks.
In alternate embodiments the front end may receive requests
from the back end 2651. The front end may be configured to
convert the request to a job and assign that job a unique
identification. The job may be placed in one or more queues
2655 (e.g. a high priority queue or a low priority queue) that
are shared between an idle bot manager 2652 and the control
service 2653. Jobs may be classified as high priority when, for
exemplary purposes only, the jobs are needed for processing
a current order. Jobs may be classified as low priority, for
exemplary purposes, when the jobs are needed for processing
orders to be fulfilled at a later time (e.g. after the current
order). It is noted that the status of jobs may change from low
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to high priority as other jobs are completed. In alternate
embodiments the jobs may have any suitable classification for
prioritizing the jobs. If there are no idle bots 110 to perform a
job (as determined by e.g. the idle bot manager 2652 as
described below) the front end relinquishes control to an
event loop which will notify the front end when one or more
bots register as idle so that one of the one or more idle bots can
be assigned the job.

The idle bot manager 2652 may be configured to maintain
a list of, for example, bot proxies representing idle bots 110
(e.g. bots not actively transporting, picking or putting items
within the storage and retrieval system 100). The bot proxy
list may be actively updated to reflect changes in bot status
from, for example, idle to active and vice versa. The idle bot
manager 2652 may be configured to determine, in any suit-
able manner, the best bot 110 for executing a task and inform
the associated bot proxy 2680 for executing the task. In one
exemplary embodiment and for exemplary purposes only,
when determining which bot should be assigned a given job,
the idle bot manager 2652 may analyze one or more of
whether a bot is already in a desired picking aisle and direc-
tionally oriented for picking an item (if the job is a pick), if
there is a bot 110 blocking an aisle needed for fulfilling an
order so that the bot can be moved to grant access to the aisle,
and whether there are any outstanding high priority jobs to be
fulfilled before low priority jobs are considered.

When jobs are assigned to a bot, the idle bot manager 2652
may be configured to determine a travel route for fulfilling the
job. The idle bot manager 2652 may be in communication
with any suitable components of the storage and retrieval
system, such as the structure manager 2656, which provide
any suitable information such as, for example, information
for analyzing load balancing of the transfer decks, bots and
multilevel vertical conveyors, disabled areas of the storage
structure 130 (e.g. places where maintenance is being per-
formed), a position of the bot relative to a pick or put position
for the job, the distance to be traveled by the bot for complet-
ing the job or any other suitable characteristics of the storage
and retrieval system 100 when determining a route for the bot.
It is noted that the structure manager 2656 may also be con-
figured to monitor and track any suitable changes to the
storage structure, such as for example, bad or broken storage
slats or legs on the storage racks, undetectable index markers,
added storage, travel and/or transfer areas and disabled or
removed areas and convey the changes in the storage structure
130 to, for example, the idle bot manager 2652 and/or bot
proxies 2680 for the determination of the bot travel routes.
Suitable examples of storage racks having slats or legs are
described in, for example, U.S. patent application Ser. No.
12/757,381, entitled “STORAGE AND RETRIEVAL SYS-
TEM,” and, U.S. patent application Ser. No. 12/757,220,
entitled “STORAGE AND RETRIEVAL SYSTEM,” previ-
ously incorporated herein by reference in their entirety.

When determining the travel route for fulfilling a job the
storage and retrieval system 100 may be configured to allow
substantially unimpeded access to substantially all areas of
the storage and retrieval system in the event of, for example,
a stoppage in the system so that the system continues opera-
tion with substantially no or minimized loss in throughput.
Referring also to FIG. 1, a stoppage in the system may
include, but is not limited to, a disabled bot 110 within a
picking aisle or on a transfer deck, a disabled multilevel
vertical conveyor 150A, 150B and/or a disabled in-feed or
out-feed transfer station 160, 170. As may be realized, the
storage and retrieval system 200, 300, 400 may be configured
to allow substantially redundant access to each of the storage
locations within the picking aisles. For example, a loss of an
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input multilevel vertical conveyor 150A may result in sub-
stantially no loss of storage space or throughput as there are
multiple input multilevel vertical conveyors 150A that can
transport case units to each level/storage space within the
storage structure 130. As another example, the loss of a bot
out of a picking aisle may result in substantially no loss of
storage space or throughput as there are multiple bots 110 on
each level capable of transferring case units between any one
of the storage spaces and any one of the multilevel vertical
conveyors 150A, 150B. In still another example, the loss of a
bot 110 within a picking aisle may result in substantially no
loss of storage space or throughput as only a portion of a
picking aisle is blocked and the storage and retrieval system
may be configured to provide multiple paths of travel to each
of'the storage spaces or types of case units within the storage
spaces. In yet another example, a loss of an output multilevel
vertical conveyor 150B may result in substantially no loss of
storage space or throughput as there are multiple output mul-
tilevel vertical conveyors 150B that can transport case units
from each level/storage space within the storage structure
130. In the exemplary embodiments, transport of the case
units (e.g. via the multilevel vertical conveyors and bots) is
substantially independent of storage capacity and case unit
distribution and vice versa (e.g. the storage capacity and case
unit distribution is substantially independent of transport of
the case units) such that there is substantially no single point
of failure in either storage capacity or throughput of case units
through the storage and retrieval system.

As described above, the control server 120, through, for
exemplary purposes only, the idle bot manager 2652 may be
configured to communicate with the bots 110, multilevel
vertical conveyors 150A, 150B, in-feed or out-feed transfer
stations 160, 170 and other suitable features/components of
the storage and retrieval system in any suitable manner. The
bots 110, multilevel vertical conveyors 150A, 150B and
transfer stations 160, 170 may each have respective control-
lers that communicate with the control server 120 for convey-
ing and/or receiving, for example, a respective operational
status, location (in the case of the bots 110) or any other
suitable information. The control server may record the infor-
mation sent by the bots 110, multilevel vertical conveyors
150A, 150B and transfer stations 160, 170 for use in, for
example, planning order fulfillment or replenishment tasks.

As may be realized, any suitable controller of the storage
and retrieval system such as for example, the idle bot manager
2652 of the control server 120, may be configured to create
any suitable number of alternative pathways for retrieving
one or more items from their respective storage locations
when a pathway provided access to those items is restricted or
otherwise blocked. For example, the control server 120 may
include suitable programming, memory and other structure
for analyzing the information sent by the mots 110, multilevel
vertical conveyors 150A, 150B and transfer stations 160,170
for planning a bot’s 110 primary or preferred route to a
predetermined item within the storage structure. The pre-
ferred route may be the fastest and/or most direct route that
the bot 110 can take to retrieve the item. In alternate embodi-
ments the preferred route may be any suitable route. The
control server 120 may also be configured to analyze the
information sent by the bots 110, multilevel vertical conveyor
150A, 1508 and transfer stations 160, 170 for determining if
there are any obstructions along the preferred route. If there
are obstructions along the preferred route the control server
120 may determine one or more secondary or alternate routes
for retrieving the item so that the obstruction is avoided and
the item can be retrieved without any substantial delay in, for
example, fulfilling an order. It should be realized that the bot
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route planning may also occur on the bot 110 itself by, for
example, any suitable control system, such as control system
onboard the bot 110. As an example, the bot control system
may be configured to communicate with the control server
120 for accessing the information from other bots 110, the
multilevel vertical conveyors 150A, 150B and the transfer
stations 160, 170 for determining the preferred and/or alter-
nate routes for accessing an item in a manner substantially
similar to that described above. It is noted that the bot control
system may include any suitable programming, memory and/
or other structure to effect the determination of the preferred
and/or alternate routes.

Referring also to FIG. 12, as a non-limiting example, in an
order fulfillment process the bot 3303, which is traversing
transfer deck 130B, may be instructed to retrieve an item 499
from picking aisle 3311. However, there may be a disabled
bot 3302 blocking aisle 3311 such that the bot 3303 cannot
take a preferred (e.g. the most direct and/or fastest) path to the
item 499. In this example, the control server may instruct the
bot 3303 to traverse an alternate route such as through any
unreserved picking aisle (e.g. an aisle without a bot in it or an
aisle that is otherwise unobstructed) so that the bot 3303 can
travel along, for example, a second transfer deck or a bypass
aisle 132. The bot 3303 can enter the end of the picking aisle
3311 opposite the blockage from, for example, bypass aisle
132 so as to avoid the disabled bot 3302 for accessing the item
499. As can be seen in FIG. 12, one or more bypass aisles 132
may run substantially transverse to the picking aisles to allow
the bots to move between picking aisles in lieu of traversing
the transfer decks 130B. The bypass aisles 132 may be sub-
stantially similar to travel lanes of the transfer decks 130B (as
described in, for example, U.S. patent application Ser. No.
12/757,220, entitled “STORAGE AND RETRIEVAL SYS-
TEM,” previously incorporated by reference) and may allow
bidirectional or unidirectional travel of the bots through the
bypass aisle. The bypass aisle 132 may provide one or more
lanes of bot travel where each lane has a floor and suitable
guides for guiding the bot along the bypass aisle. In alternate
embodiments, the bypass aisles may have any suitable con-
figuration for allowing the bots 110 to traverse between the
picking aisles 130A. As may also be realized, if one of the
in-feed or out-feed transfer stations 160, 170 or multilevel
vertical conveyors 150A, 150B become disabled order fulfill-
ment or replenishment tasks may be directed by, for example,
control server 120, to other ones of the in-feed and out-feed
transfer stations 160, 170 and/or multilevel vertical conveyors
150A, 150B without substantial disruption of the storage and
retrieval system.

The bot proxy 2680 (FIG. 4A) receives the jobs for a
respective bot 110 from, for example, the idle bot manager
2652 and takes control of the task until, for example, a
completion of the task or an unrecoverable bot failure. The
bot proxy 2680 may be a “stand in” for arespective bot 110 on
the control server 120 and be configured to, for example,
manage the detailed execution of tasks by a respective bot and
track the task’s execution. The bot proxy 2680 may be con-
figured to receive any suitable information from, for example,
the idle bot manager 2652. In one example, a bot proxy owner
2680A may be configured to receive a list of bots expected to
perform respective tasks and any other suitable information
(e.g. storage structure map, pointers to level manager inter-
faces and objects, etc.) for the operation of the bot proxy
owner 2680A. The bot proxy owner 2680A may pass infor-
mation to one or more bot proxies 2680 for each bot selected
to perform a job. The bot proxy 2680 may be configured to
provide a status of the bot to any suitable entity (e.g. idle bot
manager 2652, operator workstations, etc.) of the storage and
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retrieval system 100. In one example, if the bot proxy 2680
determines a bot 110 cannot perform a task assigned to the bot
110, the bot proxy 2680 may be configured to notify the
control service 2653 and re-register the bot as idle with the
idle bot manager 2652. The bot proxy 2680 may communi-
cate with, for example, a traffic manager 2654 and the reser-
vation manager 2608A to gain access to one or more of the
transfer deck 130B, multilevel vertical conveyor transfer
locations 2840A, 28408 (e.g. locations within the storage and
retrieval system where the bots may be located for interfacing
directly with the multilevel vertical conveyors, FIG. 7) and
picking aisles 130A. For exemplary purposes only, the bot
proxy 2680 (or any other suitable portion of the control server
120) may be configured to reserve access to one or more of the
picking aisles 130A and transfer deck 130B for timing the
route of the bot 110 so that each bot 110 used to fulfill an order
arrives at a predetermined multilevel vertical conveyor 150 in
a predetermined sequence to effect a predetermined arrange-
ment of items on an outbound pallet. Upon completion of a
task, the bot proxy 2680 registers as idle with the idle bot
manager 2652 and indicates an identification of the task com-
pleted by the bot 110. If the task failed, the bot proxy 2680
registers as idle, indicates an identification of the task and
indicates why the task failed.

Referring again to FIG. 4, the order manager 2511 may be
configured to send requests for reservation to one or more
multilevel vertical conveyor controllers 2609, which may
include multilevel vertical conveyor managers 2609M. Refer-
ring also to FIG. 4B it is noted that reservations as described
herein may be organized in a queue 2690 having for example,
an active slot (e.g. the current job) associated with an active
reserver and queued slots 2692-2694 associated with waiting
reservers 2692A-2694A, where a reserver is for example, a
bot, multilevel vertical conveyor, a transfer station, or any
other suitable component of the storage and retrieval system
100. In alternate embodiments the reservations may be
handled in any suitable manner. For exemplary purposes only,
the order manager 2511 and the multilevel vertical conveyor
managers 2609M may communicate with the bot proxy 2680
for effecting the sequencing of items onto the multilevel
vertical conveyors 150. In alternate embodiments, any suit-
able portion of the control server 120 may allow for the
sequencing of items onto the multilevel vertical conveyors.
There may be one or more multilevel vertical conveyor man-
agers 2609M associated with each multilevel vertical con-
veyor 150. In alternate embodiments, there may be one or
more multilevel vertical conveyors 150 associated with each
multilevel vertical conveyor managers 2609M. The multi-
level vertical conveyor managers 2609M may be configured
to, for example, keep track of the operation of respective
multilevel vertical conveyors 150 and respond to requests for
reservations of the multilevel vertical conveyors 150 for
transporting items to and from each level of the storage struc-
ture 130. Each multilevel vertical conveyor manager 2609M
may be configured to coordinate with its respective multilevel
vertical conveyor(s) 150 in any suitable manner such as by,
for example, using synchronized time kept using a network
time protocol.

The inventory manager 2512 is configured to receive the
replenishment orders from the warehouse management sys-
tem. The inventory manager 2512 may be configured to
access and/or maintain one or more suitable databases of the
storage system 2400 for tracking inventory and/or issuing or
aiding in the issuance of bot tasks. In one example the inven-
tory manager 2512 may be in communication with one or
more of an item master database 2601, an inventory database
2602 and a storage and retrieval system map database 2603
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(and any other suitable databases). The item master database
2601 may include a description of the stock keeping units
(SKUs) that are handled by or otherwise located in the storage
and retrieval system 100. The inventory database 2602 may
include, for example, the location of each item inventoried in
the storage and retrieval system 100. The storage and retrieval
system map database 2603 may include a substantially com-
plete description of the physical structure of the storage and
retrieval system 100 including, but not limited to, each stor-
age level, aisles, decks, shelves, transfer stations, conveyors
and any other suitable structures within the storage and
retrieval system. In alternate embodiments the storage system
2400 may include any suitable databases for providing opera-
tional information to, for example, the order manager 2511
and/or the inventory manager 2512. In one exemplary
embodiment, the inventory manager 2512 may be configured
to provide any suitable inventory information to other suitable
components of the storage and retrieval system such as, for
exemplary purposes only, the order manager 2511 as
described herein to allow the order manager 2511 to reserve
items against an order. The reservation of items substantially
prevents more than one bot 110 from attempting to retrieve
the same item from storage. The inventory manager 2512 also
allows for the assignment and reservation of a pickface for
putting away an inbound item such as during replenishment
of the storage and retrieval system 100. In one exemplary
embodiment, when a storage slot/space becomes available in
the storage structure 130, the inventory manager 1512 may
assign a fictitious item (e.g. an empty case) to the empty
storage slot. If there are adjacent empty slots in the storage
structure the empty cases of the adjacent storage slots may be
combined to fill the empty space on the storage shelf. As may
be realized, the size of the slots may be variable such as when
dynamically allocating shelf space. For example, referring to
FIGS. 6 A-6C, instead of placing case units 5011 and 5012 in
predetermined storage areas on the storage shelf 5001, the
storage slots may be dynamically allocated such that the cases
5011, 5012 are replaced by three cases having the size of case
unit 5010. For example, FIG. 6A illustrates a storage bay
5000 divided into storage slots S1-S4 as is done in conven-
tional storage systems. The size of the storage slots S1-S4
may be afixed size dependent on a size of the largest item (e.g.
item 5011) to be stored on the shelf 600 of the storage bay
5000. As can be seen in FIG. 24A, when items 5010, 5012,
5013 of varying dimensions, which are smaller than item
5011, are placed in a respective storage slot S1, S2, S4 a
significant portion of the storage bay capacity, as indicated by
the shaded boxes, remains unused. In accordance with an
exemplary embodiment, FIG. 6B illustrates a storage bay
5001 having dimensions substantially similar to storage bay
5000. In FIG. 6B the items 5010-5016 are placed on the shelf
600 using dynamic allocation such that the empty storage
slots are substantially continuously resized as uncontained
case units are placed on the storage shelves (e.g. the storage
slots do not have a predetermined size and/or location on the
storage shelves). As can be seen in FIG. 6B, dynamically
allocating the storage space allows placement of items 5014-
5016 on shelf 600 in addition to items 5010-5013 (which are
the same items placed in storage bay 5000 described above)
such that the unused storage space, as indicated by the
hatched boxes, is less than the unused storage space using the
fixed slots of FIG. 6A. FIG. 6C illustrates a side by side
comparison of the unused storage space for the fixed slots and
dynamic allocation storage described above. It is noted that
the unused storage space of bay 5001 using dynamic alloca-
tion may be decreased even further by decreasing the amount
of space between the items 5010-5016 which may allow for
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placement of additional items on the shelf 600. As may be
realized, as items are placed within the storage structure the
open storage spaces may be analyzed, by for example the
control server 120, after each item placement and dynami-
cally re-allocated according to a changed size of the open
storage space so that additional items having a size corre-
sponding to (or less than) a size of the re-allocated storage
space may be placed in the re-allocated storage space. In
alternate embodiments, the storage slots may also be allo-
cated so that items that are frequently picked together are
located next to each other. When a predetermined pickface is
reserved for an item that is being delivered, at least a portion
of'the empty case sitting in the location where the item is to be
placed is replaced by a fictitious item having the features (e.g.
size, etc.) of the item being delivered to prevent other inbound
items from being assigned to the predetermined pickface. If
the item is smaller than the empty case that it is replacing the
empty case may be resized or replaced with a smaller empty
case to fill the unused portion of the storage shelf. Another
item may then be placed within the storage slot corresponding
to the resized smaller empty case and so on.

In this example, the control server 120 includes an execu-
tive module 2606, which may be configured to provide an
interface between, for example, the control server 120 and an
operator. The executive module 2606 may allow monitoring
and/or control of the storage and retrieval system operations
in any suitable manner such as, for example, through one or
more user interface terminals 2410. The executive module
2606 may be configured to provide any suitable reports and
allow operator access to an aisle maintenance manager 2607.
The aisle maintenance manager 2607 may be configured to
allow personnel access into any suitable portion of the storage
and retrieval system such that interaction between the person-
nel and moving components of the storage and retrieval sys-
tem is substantially eliminated. For example, when it is deter-
mined by the executive module 2606 that personnel are
accessing a predetermined portion of the storage and retrieval
system 100 the executive module 2606 may automatically
effect a “lock out” or disabling of all mechanized elements
(e.g. bots, conveyors, etc.) within the predetermined portion
of the storage and retrieval system being accessed by the
personnel. In alternate embodiments, the operator may manu-
ally effect the lock out of the predetermined area being
accessed by the personnel.

Referring again to FIGS. 2, 3 and 5 an exemplary pallet
order entry and replenishment process will be described. A
portion of, for example, a predetermined time period’s (e.g.
hour, day, week, or other suitable time period) pallet orders
are submitted to the order manager 2511. The order manager
records the orders into, for example, an order database 2511B
and forwards the information to an inventory planner module
2512B (which may be a subsystem of the inventory manager
2512). It is noted that the inventory planner 2512B may be
configured to generate a schedule of replenishment orders
based on the pallet orders that will maintain a sufficient quan-
tity and composition of picking stock to, for example, sub-
stantially prevent an unavailability of items throughout the
order fulfillment process for the predetermined time period
and to prepare the storage and retrieval system for, for
example, the start of the next predetermined order fulfillment
time period. In one exemplary embodiment, the inventory
planner 2512B may be configured to sort the orders by time
and using, for example, a current inventory as a beginning
balance, the inventory planner 2512B may compute an inven-
tory level that would result at the end of each predetermined
order fulfillment time period. Based on, for example, per-
SKU preorder thresholds, per-SKU economic order quantity,
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target end of predetermined time period balances, and an
inventory calculated after each order, the inventory planner
2512B computes a schedule of planned replenishment orders
and submits the replenishment orders to the warehouse man-
agement system 2500. As new pallet orders are submitted to
the order manager 2511, the above computations are
repeated, which may result in a modification of the replen-
ishment orders. In alternate embodiments the inventory stor-
age and retrieval system 100 may be maintained in any suit-
able manner.

Referring also to FIG. 7, as each order is fulfilled, bots 110
for their respective storage levels 2801, 2802 deliver the
picked items to, for example, outbound multilevel vertical
conveyor 150B in a predetermined sequence as described
above. In alternate embodiments the bots 110 may deliver the
picked items to output transfer stations for indirectly inter-
facing with the multilevel vertical conveyors. The bots 110
transfer the items to the multilevel vertical conveyor for trans-
port to one or more out-feed transfer stations 2860A, 2860B.
The out-feed transfer stations 2860A, 28608 may be substan-
tially similar to out-feed transfer stations 160 described above
with respect to, for example FIG. 1. The items are transported
from out-feed transfer stations 2860A, 28608 to a respective
one of the palletizing stations 2820A, 2820B by one or more
suitable conveyors. In this example, there are two accumula-
tion conveyors feeding each palletizing station 2820A,
2820B. In alternate embodiments there may be more or less
than two conveyors feeding each palletizing station 2820A,
2820B. Each set of accumulation conveyors 2870, 2871 may
be managed by, for example, the order manager 2511 or any
other suitable subsystem of the control server 120 for provid-
ing a buffer system to each of the respective palletizing sta-
tions 2820A, 2820B. For example, out-feed transfer station
2860A can be filling conveyor 1 of the set of conveyors 2870
while the palletizing station 2820A is emptying conveyor 2 of
the set of conveyors 2870 so that the rate of transferring items
to the out-feed stations does not have to be matched to the rate
at which the palletizing station 2820A places the items on a
pallet. In alternate embodiments, any suitable buffer system
may be provided for supplying items to the palletizing sta-
tions 2820A, 2820B. In still other alternate embodiments, the
rates of supplying items to the out-feed stations 2860A,
2860B may be matched to the rates at which items are pallet-
ized by the palletizing stations 2820A, 2820B.

In one exemplary embodiment, the above-described exem-
plary order fulfillment process may be processed by the order
manager 2511 in, for example, any suitable number of phases.
For exemplary purposes only, in this exemplary embodiment
the order manager 2511 may process the pallet order in a
transaction planning phase and a transaction execution phase.
In the transaction planning phase the order manager 2511
may reserve the multilevel vertical conveyor and pickface
resources for delivering a predetermined number of items of
each ordered SKU to the palletizing station in a predeter-
mined sequence. The order manager 2511 may generate a
series of pick transactions that will fulfill the pallet order. The
transaction planning phase may be performed for an entire
pallet order, as a batch, before the first pick transaction is
released for execution. In alternate embodiments the pick
transactions may be generated and executed in any suitable
manner.

The pick transactions may be generated by the order man-
ager 2511 in any suitable manner. In one exemplary embodi-
ment, the pick transactions may be generated by choosing a
multilevel vertical conveyor, choosing multilevel vertical
conveyor transfer locations 2840A, 2840B (FIG. 7) (e.g. a
location where the bot(s) interface with a respective multi-
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level vertical conveyor)/storage level and choosing a pick-
face. In one exemplary embodiment, the next unreserved
shelf 730 on an outbound multilevel vertical conveyor 150B
that feeds a designated palletizing station 2820A, 28208 is
reserved for picked items. In alternate embodiments, any
suitable shelf 730 of any suitable outbound multilevel vertical
conveyor may be reserved in any suitable manner.

The multilevel vertical conveyor transfer locations/storage
level is chosen such that multilevel vertical conveyor transfer
locations 2840A, 2840B is located on a level including a
pickface for the SKU. To be selected, the multilevel vertical
conveyor transfer locations 2840A, 2840B must not be sched-
uled as busy (e.g. have another bot located in that station) at
the time the target multilevel vertical conveyor platform or
shelf 730 arrives, and the target shelf 730 must not be sched-
uled to arrive at the output transfer station for at least X
seconds, where X is the time in seconds that is estimated as
required for a bot 110 to pick the ordered item(s) and travel to
the multilevel vertical conveyor transfer locations 2840A,
2840B. In alternate embodiments, where there is no output
transfer station that satisfies the above criteria on a storage
level including the pickface for the SKU, the target multilevel
vertical conveyor shelf 730 is left empty and the next platform
is reserved in its place. The multilevel vertical conveyor trans-
fer location 2840A, 28408 selection process may be repeated
until at least one candidate output transfer station meets the
criteria.

The order manager 2511 may request from, for example,
the inventory database 2602 a list of all available pickfaces for
the specified SKU along with, for example, their attributes
such as number of cases, locations, induction and expiration
dates. In alternate embodiments the order manager 2511 may
request any suitable information regarding the items being
picked. The order manager 2511 may request from the asso-
ciated multilevel vertical conveyor manager 2609M the avail-
ability of multilevel vertical conveyor transfer locations
2840A, 28408 that provide access for the bot(s) 110 to inter-
face directly with the multilevel vertical conveyor(s) 150B for
feeding the designated palletizing station 2820A, 2820B. The
order manager 2511 may determine which multilevel vertical
conveyor transfer locations 2840A, 28408 are eligible for the
pick transaction according to the above-noted criteria, and
select the highest ranked candidate from the eligible multi-
level vertical conveyor transfer locations 2840A, 2840B
based on, for example, one or more of the following factors:

(a) Scarcity of levels on which the SKU for the items to be
picked are located. For example, if the SKU for a particular
order line exists on more than P (plentiful) number of levels,
then order manager 2511 looks ahead N order lines. If an
order line within these N order lines is for a SKU that exists on
fewer than S (scarce) number of levels, then the output trans-
fer station/level receives a negative ranking for this factor,
reducing the likelihood that it will be used for the current
order line and thereby potentially block use of this level for a
scarce SKU. It is noted that P is a value that indicates that a
SKU exists on a “plentiful” number of levels, S is a value that
indicates that a SKU exists on a “scarce” number of levels and
N is a value that specifies the number of multilevel vertical
platforms that will be inaccessible by the output transfer
station after it makes a transfer.

(b) Bot utilization for a given storage level 2801, 2802. For
example, the lower the bot utilization is on a given level, the
higher the ranking for the transfer station/level. This ranking
factor may provide load-balancing for evenly distributing the
load of picking tasks throughout the storage structure 130.

10

15

20

25

30

35

40

45

50

55

60

65

20

(c¢) Opportunity for pick-down. For example, if there is an
opportunity to pick-down a pickface, where picking from that
pickface causes the pickface to become empty, it is given a
higher ranking.

(d) Pickface abundance. For example, the greater the num-
ber of pickfaces on a given level, the higher the ranking that
the level will receive.

(e) Maximum delivery window. For example, the delivery
window for any given multilevel vertical conveyor transfer
locations 2840A, 2840B may be the difference between the
arrival time of the target multilevel vertical conveyor shelf
730 at the multilevel vertical conveyor transfer locations
2840A, 2840B and the time of departure of the last bot 110 to
drop off at the multilevel vertical conveyor transfer locations
2840A, 2840B. The larger this time window the less likely it
is that a delay in bot 110 travel will result in a delivery that
misses the window.

(®) Expiration dates. For example, if the SKU requires
attention to expiration dates, levels with pickfaces having
earlier expiration dates will be given higher scores than those
with later expiration dates. In one exemplary embodiment,
the weighting of this factor may be inversely proportional to
the number of days remaining before expiration, so that it can
override certain other criteria if necessary to avoid shipping
merchandise too close to its expiration.

(g) Minimum picks for an order line. For example, if an
order line cannot be filled by a single pick, it must be broken
into multiple picks requiring more than one multilevel verti-
cal conveyor shelf 730 and multiple bots 110. Output transfer
stations on levels containing a single pickface that would
completely fill the order line are given priority over levels that
would require splitting an order line into multiple picks.

This ranking algorithm produces a value for each factor
(the higher the value the more desirable the candidate transfer
station for the transaction), and the values for all the factors
are then weighted and summed to form a total score for each
output transfer station/level. The order manager 2511 selects
the output transfer station/level with the highest total score
and places a reservation with the multilevel vertical conveyor
manager 2609M for that output station for the transaction. It
is noted that in alternate embodiments the order manager
2511 may determine which multilevel vertical conveyor
transfer locations 2840A, 2840B are eligible for the pick
transaction in any suitable manner.

In one exemplary embodiment, choosing the pickface may
include a ranking system that may prioritize the pickfaces
based on predetermined factors. In alternate embodiments,
the pickface may be chosen in any suitable manner. For exem-
plary purposes only, the factors used in choosing the pickface
may include:

(a) Pickfaces on the selected level that would pick-down
without depleting all the pickfaces for this SKU on the level
are scored higher.

(b) Pickfaces that minimize the number of picks for the
Order Line are rated higher.

(c) Pickfaces with earlier expiration dates, if applicable, or
earlier induction dates otherwise, will be given higher priority
over those with later expiration or induction dates.

(d) Pickfaces located in aisles where no potentially con-
flicting picks are planned will be given higher priority over
pickfaces in aisles where such conflicts might cause bot
delays. It is noted that in one exemplary embodiment, once a
pickface is selected for a pick transaction, the estimated pick-
time is recorded for use in this ranking parameter.

Once the pickface has been selected, a reservation for these
items is placed with the inventory manager.
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The above procedure for transaction planning may gener-
ate at least one pick transaction for each order line specifying
one or more of the number of cases to be picked, the pickface
from which they are to be picked, an output transfer station to
which they are to be delivered, the MVC platform on which
they are to be placed, and the delivery time-window within
which a bot can safely deliver the cases. The at least one pick
transaction may be stored in any suitable location, such as in
atransaction record in, for example, the storage system 2400.

It is noted that some order lines within the pallet order may
not be able to be fulfilled by a single pick transaction, either
because the ordered quantity of items is greater than the
maximum number of items per pickface for that SKU, or
because it is necessary or advantageous for some other reason
to pick from two or more partially-full pickfaces. In this
event, successive pick transactions are created using the
above noted transaction planning procedure until either the
order line is satisfied or an out-of-stock condition occurs.

The execution of each transaction, as determined above,
generally includes transferring an item(s) from a pickface to
a multilevel vertical conveyor transfer locations 2840A,
28408 with a bot 110, transferring the item(s) from the bot
110 located at the multilevel vertical conveyor transfer loca-
tions 2840A, 28408 to one or more out-feed transfer stations
2860A, 28608 with the multilevel vertical conveyor and from
the out-feed transfer stations 2860A, 28608 to respective
palletizing stations 2820A, 2820B with the accumulation
conveyors 2870, 2871 where all or part of the item is trans-
ferred to an outbound container. It is noted that when bots 110
are at multilevel vertical conveyor transfer locations 2840A,
28408, the item(s) the bot(s) 110 wait for the predetermined
multilevel vertical conveyor shelf 730 to arrive for transfer-
ring the item(s) onto the shelf 730. As noted above, manage-
ment of these bot activities may be performed by one or more
level managers 2806. In alternate embodiments, the bots may
be managed in any suitable manner by any suitable compo-
nent of the storage and retrieval system 100.

In one exemplary embodiment, there may be a separate
level manager 2806 for each level within the structure. Each
level manager 2806 may be configured to manage all bot
activities on a respective level for the performance of pick and
put-away tasks. In one exemplary embodiment, the level
manager may be configured to control the bots and commu-
nicate with, for example, the order manager 2511, multilevel
vertical conveyor managers 2609M and/or bot proxy 2680 to
effect the sequenced delivery of items to the multilevel ver-
tical conveyors. In alternate embodiments the level manager
2806 may be configured to effect the sequenced delivery of
items to the multilevel vertical conveyors in any suitable
manner. The order manager 2511 may distribute each pick
transaction for the pallet order to the appropriate level man-
ager 2608 for the level designated in, for example, the trans-
action record and awaits notice from the level manager 2608
of completion of transferring the item(s) to the multilevel
vertical conveyor transtfer locations 2840A, 2840B.

For each pick transaction, the level manager 2608 may
provide delivery of the predetermined items (as indicated in
the picking order) by the bot(s) 110 to the predetermined
multilevel vertical conveyor transfer locations 2840A, 28408
within a predetermined delivery window so that the items are
sequenced for pallet building at a corresponding palletizing
workstation 2820A, 2820B. The level manager 2608 may
assign a bot 110 to perform the task, determine the timing for
launching the bot 110 on this task, and instruct a bot proxy
2680 (FIG. 4A) to manage the actual movement of the des-
ignated bot. It is noted that the bot proxy 2680 may manage
the bot’s travel by creating a travel route, reserving resources
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and clearing the bot onto the transfer deck. The bot proxy
2680 may be resident in, for exemplary purposes only, a level
manager 2608 (FIG. 4A) as described above. In alternate
embodiments the bot proxy may be located at any other
location of the storage and retrieval system 100. When the bot
110 removes the specified number of items from the prede-
termined pickface(s), the level manager 2608 may send a
message to the inventory manager 2512 to update the status of
the picked items from “reserved” to “picked”. If the picked
items are the last remaining items in the predetermined pick-
face, then their removal either creates a new storage slot or
enlarges at least one adjacent slot such that the inventory
manager 2512 updates a storage slot database 2910 (FIG. 8)
accordingly to, at least in part, facilitate the dynamic alloca-
tion of the storage space.

The bot 110 may be configured to notify the level manager
2608 that it has arrived at a multilevel vertical conveyor
transfer locations 2840A, 2840B. The level manager 2608
may confirm with, for example, the multilevel vertical con-
veyor manager 2609M that the multilevel vertical conveyor
150B is on time and that the predetermined shelf 730 is empty.
The level manager 2608 may instruct the bot 110 to place its
load (e.g. the picked items) onto the predetermined multilevel
vertical conveyor shelf 730 (FIG. 7) which has been previ-
ously reserved as described above. The transfer of items from
the bot 110 to the multilevel vertical conveyor 150B may be a
direct transfer or in alternate embodiments it may occur indi-
rectly through an intermediate transfer arm (as described in
U.S. patent application Ser. Nos. 12/757,312 and 12/757,354,
previously incorporated by reference). The bot 110 may be
configured to inform the level manager 2608 that the items
have been transferred to the multilevel vertical conveyor
150B. The level manager 2608 may inform the order manager
2511 that this stage of the pick transaction has been com-
pleted. The multilevel vertical conveyor 150B carries the
items over to an out-feed transfer station 2860A, 28608 (FIG.
7). In alternate embodiments, the transfer of items to the
multilevel vertical conveyor may occur in any suitable man-
ner. In still other alternate embodiments, the order manager
2511 may be informed of the transfer of the item(s) to the
multilevel vertical conveyor in any suitable manner. It is
noted that in one exemplary embodiment, if the bot 110 fails
to arrive at the multilevel vertical conveyor transfer locations
2840A, 28408 on time, or if the multilevel vertical conveyor
managers 2609M inform the level manager 2608 that the
multilevel vertical conveyor 150B is not on schedule or that
the designated shelf 730 is not empty, the level manager 2608
may be configured to inform the order manager 2511 of the
same. The order manager 2511 may be configured to revise
the delivery plan for the pallet order and send one or more
messages to the level manager 2608 informing the level man-
ager 2608 of the revised picking schedule. The level manager
2608 may be configured to revise the task plans depending on
the message(s) and inform the bots 110 of the revised picking
schedule. In alternate embodiments, the picking schedule
may be revised in any suitable manner if there is a delay in
transferring items to the multilevel vertical conveyor 150B.

The multilevel vertical conveyor manager 2609M may be
configured to send a message to the out-feed transfer station
2860A, 2860B that services the predetermined palletizing
station 2820A, 2820B instructing the out-feed transfer station
2860A, 28608 to extract the item(s) from the predetermined
multilevel vertical conveyor shelf and place the item(s) onto
the respective accumulator conveyor(s) 2870, 2871 feeding
the palletizing station 2820A, 2820B. The out-feed transfer
station 2860A, 28608 may be configured to send a message to
the multilevel vertical conveyor manager 2609M that the
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item(s) has been removed from the multilevel vertical con-
veyor 150B indicating completion of the pick transaction.
Once all of the pick transactions for a given pallet order have
been completed in a manner substantially similar to that
described above, order Execution is complete for the pallet
order.

Referring now to FIGS. 4, 8 and 9 an exemplary inventory
replenishment will be described in accordance with an exem-
plary embodiment. In this example, the inventory manager
2512 may be configured to submit a schedule of requested
replenishment orders to the warehouse management system
2500. The replenishment orders may be generated based on
the inventory removed from the storage and retrieval system
100 during the above-noted picking process. In accordance
with the replenishment orders, the warehouse management
system 2500 may be configured to stage the replenishment
orders for the storage and retrieval system 100 substantially at
predetermined replenish times indicated by the inventory
manager 2512. In alternate embodiments, the replenishment
orders may be staged in any suitable manner by any suitable
warehouse entity. The warehouse management system 2500
may be configured to send a replenishment order ready mes-
sage to, for example, the order manager 2511 close to or
substantially at the predetermined replenish times. In alter-
nate embodiments, the order manager 2511 may be alerted to
start a replenishment order in any suitable manner. In one
exemplary embodiment, the replenishment order ready mes-
sage may be received by a replenishment order executor
2511K of the order manager 2511. In another exemplary
embodiment, the replenishment order ready message may be
received by the inventory manager 2512 through, for
example, communications with the order manager 2511. In
alternate embodiments the inventory manager 2512 may
receive the replenishment order ready message directly from
the warehouse management system 2500. In one exemplary
embodiment, the replenishment order ready message may
indicate that a pallet of items has been staged at, for example,
depalletizing station 200 and that the depalletizer is ready for
transferring the items into the storage and retrieval system.
The replenishment order ready message may also include any
suitable information pertaining to the items being staged for
replenishment into the storage and retrieval system 100. For
exemplary purposes only, in one exemplary embodiment the
replenishment order ready message may include the SKU,
quantity of items to be depalletized and a depalletizing station
identification. The inventory manager 2512 may be config-
ured to validate the information supplied in the replenishment
order ready message and may verify that the in-feed transfer
station 170 corresponding to the identified depalletizing sta-
tion is available. The inventory manager 2512 may be con-
figured to send a message to the warehouse management
system 2500 if, upon validation, it is determined that the SKU
being replenished is different than the SKU specified in the
replenishment order, that there are too many or too few items
being replenished, that the replenishment is being staged
earlier or beyond an expected replenishment time specified in
the replenishment order, that there is no space available in the
storage structure 130, or that there are no resources available
(e.g. the in-feed transfer station 210 and/or the multilevel
vertical conveyor 150A is not available). In alternate embodi-
ments, a message may be sent to the warehouse management
system 2500 upon finding any suitable discrepancy between
the items being staged and the item requested in the replen-
ishment order. In the absence of any discrepancies, the inven-
tory manager 2512 may send a prepare to replenish message
to the warechouse management system 2500 indicating
replenishment is to begin.
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In accordance with the exemplary embodiments, the
execution of a replenishment order may be substantially simi-
lar to the pallet order described above unless otherwise noted.
Itis noted however, that the flow of items (e.g. inflow of items)
for the replenishment order is substantially opposite that of
the pallet order (e.g. outflow of items). In one exemplary
embodiment, there may be mixed SKUs on a pallet for a
replenishment order. In another exemplary embodiment the
pallet may include items having the same SKU. In yet another
exemplary embodiment, the items in a replenishment order
may be offloaded from the pallet in any suitable manner. For
example, in one exemplary embodiment, the items may be
offloaded in no particular order while in alternate embodi-
ments the items may be offloaded in a particular sequence.

In a manner similar to that described above for the pallet
order, the inventory manager 2512 may process the replen-
ishment order in one or more phases. For exemplary purposes
only, in one exemplary embodiment, the inventory manager
2512 may process the replenishment order in a transaction
planning phase and a transaction execution phase. Transac-
tion planning may include, for example, reserving storage
slots on shelves 600 for the replenishment items, reserving
inbound multilevel vertical conveyor resources for transter-
ring the replenishment items to a predetermined storage
structure level and generating one or more put away transac-
tions for transferring the replenishment items to the storage
shelves 600. In one exemplary embodiment, the transaction
planning may be performed for the entire replenishment
order, as a batch, before the first put away transaction is
released for execution. In alternate embodiments, at least a
portion of the transaction planning and transaction execution
may occur simultaneously.

The number of planned transactions in a replenishment
order may be calculated in any suitable manner by, for
example, any suitable subsystem of the control server 120
such as the inventory manager 2512. In one exemplary
embodiment, the number of transactions may be calculated
by dividing the number of items to be depalletized by a
standard (e.g. maximum) number of items per pickface for the
specified SKU. The standard number of items per pickface
may depend on the SKU-specific item dimensions, which
determines how many items can fit depth-wise on the storage
shelves 600. This division will produce the number of trans-
actions with full pickfaces, plus, if there is a remainder, one
additional transaction with the remainder number of cases in
a less-than-full pickface.

For each planned transaction in a replenishment order, the
inventory manager 2512 may submit a batch request to
reserve storage slots for all of the pickfaces to be created by
put-away transactions involved in the replenishment order.
Based on the SKU’s dimensions, the inventory manager first
determines which levels can store the incoming items (e.g.,
levels for which the maximum allowable item height is
greater than or substantially equal to the SKU’s height). The
inventory manager 2512 may obtain, from an available slots
database located in, for example, the storage system 2400, a
list of the available storage slots on eligible storage levels,
along with the attributes for each slot such as slot length and
location. The inventory manager 2512 may select and reserve
one or more storage slots from the list of available slots to
assign to the pickfaces that are created from the replenish-
ment order. The allocation of shelf space (slots) to the storage
ofiitems (pickfaces), such as the dynamic allocation described
above with respect to FIGS. 6 A-6C, may provide one or more
of spatial diversity of pickface locations, storage capacity
utilization and optimized bot picking throughput. As
described above, the size, number and location of the storage
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slots is variable (e.g. dynamically allocatable). For example,
the spatial diversity may maximize the dispersion of pick-
faces of a given SKU throughout the structure, both vertically
in order to minimize scheduling conflicts at multilevel verti-
cal conveyor transfer locations 2840A, 2840B (FIG. 7) on
picking transactions, and horizontally in order to preserve
pickface availability in the presence of exceptions (e.g. main-
tenance, closures, etc.) that prevent access to certain picking
lanes. The storage capacity utilization may maximize storage
density, i.e. the number of cases that can be stored within the
picking structure, by minimizing wasted shelf-space as
described above (FIGS. 6A-6C). Optimization of bot picking
throughput may minimize bot travel time when executing
picking tasks by storing faster moving SKUs closer to the
transfer decks than slower moving SKUs.

The inventory manager 2512 may allocate storage slots to
pickfaces by scoring each candidate storage slot on one or
more of the following factors:

(a) Vertical dispersion—For a given slot, the smaller the
number of existing pickfaces for the specified SKU on the
same level (any aisle), the higher the score for this factor;

(b) Horizontal dispersion—A given slot receives a much
higher score on this factor if there are fewer pickfaces for the
specified SKU on the same aisle (at any level), than ifthere are
many pickfaces on the same aisle at any level;

(c) Space utilization—For a given slot, the smaller the
amount of available shelf area that will be wasted as a result
of using the slot to store one of the planned pickfaces, the
higher the score for this factor; and

(d) Bot travel time—The distance of a slot from the nearest
transfer deck is used to calculate a score that is inversely
proportional to SKU velocity of movement. That is, the nearer
the slot is to the transfer deck, the higher its score for a
fast-moving SKU and the lower its score for slow-movers.
Conversely, the farther the slot is from the transfer deck, the
higher its score for a slow-moving SKU and the lower its
score for fast-movers.

Allocation of the storage slots based on one or more of the
above factors produces a value for each factor (the higher the
value the more desirable the candidate shelf/slot for the trans-
action), and the values for all the factors are then weighted
and summed to form a total score for each slot that is a
candidate for use in storing a pickface in the replenishment
order. The inventory manager 2512 may sort the scores to
produce a relative ranking of the slots for selecting the
required number of slots with the highest total scores and
assigning each slot to a specific pickface. In alternate embodi-
ments the allocation of storage slots may be performed in any
suitable manner by any suitable subsystem(s) of, for example,
the control server 120.

The inventory manager 2512, or any other suitable sub-
system of the control server 120 may determine the relative
sequence in which the items are to be delivered by a respec-
tive multilevel vertical conveyor 150A to respective levels of
the storage structure 130. The inventory manager 2512 may
maximize the time intervals between successive transactions
at each respective in-feed transfer station 170 so that the bot
110 pick-up window for each item is maximized. It is noted
that the in-feed transfer stations 170 fed by a given multilevel
vertical conveyor 150A are always dedicated to a single
replenishment order such that particular sequencing of items
to the conveyors 150A is not needed.

The replenishment order process may generate a set of
replenishment transactions, each transaction corresponding
to a respective pickface, where the transactions indicate a
unique pickface identification assigned by the inventory man-
ager 2512 as part of the dynamic slot allocation process; the
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number of items that are to form the pickface and a corre-
sponding set of unique item identifications, each of which is
to be assigned to one of the items; the slot identification,
location (e.g. level, aisle, shelf number, and reference slat
number), and dimensions (e.g. length and depth); and the
planned execution sequence number of the transaction. In
alternate embodiments, the replenishment transactions may
include any suitable information for identifying the items and
the locations in which the items are to be stored.

The inventory manager 2512 (or other suitable subsystem
of the control server 120) may be configured to perform the
transaction execution in any suitable manner. It is noted that
resource reservations, such as for the multilevel vertical con-
veyor shelves 730 and/or the in-feed transfer stations 170,
may not be needed for transaction execution because each
multilevel vertical conveyor 150 A may be dedicated to ser-
vicing, for example, a single depalletizing station. In alternate
embodiments, the multilevel vertical conveyors may serve
more than one depalletizing station such that, for example, the
inventory manager reserves system resources in a manner
substantially similar to that described above for the fulfill-
ment of pallet orders.

In one exemplary embodiment, one or more inspection
stations 3010 may be located along the conveyor transferring
items from the depalletizing station 210 to the in-feed transfer
station 170. The inspection stations 3010 may be configured
to receive inspection parameters including, but not limited to,
predetermined item attributes (e.g. item dimensions, weight,
SKUs, etc.). The inspection stations 3010 may be configured
to sense, for example, the item attributes (e.g. size of the
items, etc.) in any suitable manner as each item passes along
the conveyor and compare them to the predetermined item
attributes for a given SKU. The inspection station 3010
diverts items (e.g. rejected items) that do not meet the inspec-
tion parameters to a run-off area for manual inspection and
resolution. The inspection station 3010 may be in communi-
cation with the control server 120 so the control server is
informed of any rejected items. The inventory manager 2512
of the control server 120 in turn may notify the warehouse
management system 2500 of any rejected items, reduce the
number of items expected to be replenished in the storage and
retrieval system 100, and modify the replenishment transac-
tion to account for the rejected item(s).

In one example, where a rejected item is determined to
satisfy a pick order to a predetermined SKU, but has different
dimensions than those specified for the SKU, the inventory
manager 2512, for example, may record the new dimensions
for that particular item. The rejected item may be released
back into the storage and retrieval system and the replenish-
ment transactions may be updated accordingly to account for
the newly determined case dimensions.

The inspection station 3010 may be configured to notify,
for example, the inventory manager 2512 of each item that
passes inspection as the items are transported to the in-feed
transfer stations 170. The inventory manager 2512 assigns a
unique identification number to each of the items, which is
used to track the respective item within the storage and
retrieval system.

The items are transferred from the in-feed transfer stations
170 to a bot 110 of a respective predetermined level 3000 of
the storage structure 130 in a manner substantially opposite to
that described above with respect to the pallet orders. The
items may also be transferred to the respective predetermined
storage location by the bots 110 in a manner substantially
opposite to that described above with respect to the pallet
orders.



US 9,051,120 B2

27

Referring to FIGS. 1, 4 and 10-12 bot traffic management
for bot 110 movement through, for example, the transfer deck
130B, picking aisles 130A and at the multilevel vertical con-
veyor transfer locations 2840A, 2840B (FIG. 7—where the
bots 110 interface with the multilevel vertical conveyors) will
be described. In one exemplary embodiment, the bot traffic
may be managed on each storage level by, for example, a
respective one of the level managers 2608 and/or bot proxies
2680 (FIG. 4A). In alternate embodiments the bot traffic may
be managed in any suitable manner by any suitable compo-
nents of the storage and retrieval system 100. Each of the level
managers 2608 may include a reservation manager 2608A
that is configured to reserve picking aisles 130A and/or mul-
tilevel vertical conveyor transfer locations 2840A, 2840B (or
any other suitable resource available to the bot 110). Each of
the level managers 2608 may also include a traffic controller
2608B. Any bot tasks that call for the bot 110 traversing, for
example, the transfer deck 130B (or other suitable location)
of a respective level are cleared for execution by the traffic
controller 2608B. The bots 110 are configured to move
autonomously on, for example, the transfer deck 130B such
that a predetermined speed and separation distance from
other bots 110 on the transfer deck 130B are maintained.

In operation, when a bot 110 is to enter a picking aisle
130A, the bot acquires a reservation for the picking aisle
130A. In one exemplary embodiment, a reservation for a
picking aisle by one bot 110 (e.g. the reserving bot) may
exclude other bots from operating in that picking aisle during
the time reserving bot is traversing the reserved aisle. In
another exemplary embodiment, multiple bots 110 may be
allowed to reserve at least a portion of the same aisle so that
multiple bots operate within the same aisle simultaneously.
Reservations for bot travel in aisles of the multilevel vertical
conveyor transfer locations 2840A, 28408 (FIG. 7) for inter-
facing with the multilevel vertical conveyors may be substan-
tially similar to those for the picking aisles 130A. It is noted
that the reservations may be granted based on a time an item
to be picked is due at, for example, a respective multilevel
vertical conveyor such that bots picking items with an earlier
delivery time are given priority when reservations are
granted.

In accordance with an exemplary embodiment, conflicts
between reservations are substantially avoided in any suitable
manner. For exemplary purposes only, bot traffic and corre-
sponding reservations may be managed on a level by level
basis so that operations on one level do not interfere with
operations on another different level of the storage structure
130. Travel time on the transfer deck 130B by bots 110 may
be restricted to a predetermined time period (e.g. the time it
takes the bot to travel from an entrance point to the reserved
exit point) to avoid excess travel and congestion of the trans-
fer deck 130B. Conflicts between reservations for transfer
station aisles (such as in multilevel vertical conveyor transfer
locations 2840A, 28408 in FIG. 7) and picking aisles 130A
may be substantially avoided by having a greater number of
picking aisles 130A and multilevel vertical conveyor transfer
locations 2840A, 28408 aisles on a level than a number of
bots 110 on that level. Bots that cannot reserve a desired aisle
may be provided with a different picking or replenishing job
where if there are no other jobs available the bot may be sent
to a vacant aisle so that it does not occupy an aisle reserved by
another different bot or the transfer deck 130B.

Travel by bots 110 on the transfer deck may be organized so
that bots 110 substantially do not enter a transfer deck 130B
without having a reservation for a picking or transfer aisle
where the bot 110 will exit the deck (e.g. so bots do not get
trapped on the transfer deck without an exit point). Travel on
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the transfer deck may also be organized so that bots travel in
the same direction while on the transfer deck 130B in a
manner substantially similar to that of a revolving door. For
example, the bots 110 traversing each segment of the transfer
deck 130B travel around that segment at a predetermined
speed and once a bot has an exit reservation the bot is assigned
the next available corresponding segment of the transfer deck
130B for fulfilling that exit reservation.

In accordance with an exemplary embodiment, after a bot
110 picks an item(s) from a storage shelf 600, the bot 110
travels to the end of the picking aisle 130A and waits for
clearance to enter the transfer deck 130B. The bot 110 may
send a message to, for example the control server 120 request-
ing access to the transfer deck 130B. The control server 120,
may be configured to track the location of the bots 110 on
each respective level, through for example, wireless commu-
nications from the bots 110 as the bots 110 track their respec-
tive locations as described in, for example, U.S. patent appli-
cation Ser. No. 12/757312, previously incorporated by
reference. The bots 110 location may be, for example con-
tinuously updated in any suitable database, such as for
example, the mapping database 2603. In alternate embodi-
ments, the position of each bot 110 may be tracked and
recorded in any suitable manner. The control server 120 may
use the bot location to determine a time slot for allowing the
bot 110 to enter the transfer deck 130B while allowing the
bots 110 previously traveling on the transfer deck 110 to
operate at a predetermined speed without substantial slowing.
The control server 120 may send a message to the bot 110
indicating the time slot for entering the transfer deck 130B.

As seen in FIGS. 11A and 11B, bots 110 entering the
transfer deck 130B establish any suitable communications
with one or more other bots 110 traveling on the transfer deck
130B. For example, bot 3210 may be travelling in front of bot
3200 on the transfer deck 130B. A communications link 3250
may be established between bots 3210, 3200 so that as the
bots travel along the transfer deck 130B, bot 3210 substan-
tially continuously sends, for example, its current position,
speed, acceleration (or deceleration) and/or any other suitable
information to the bot traveling behind it (e.g. bot 3200). Bot
3200 may use the information received from bot 3210 to
adjust the speed of bot 3200 so that, for example, a predeter-
mined travel distance is maintained between the bots 3210,
3200. A third bot, bot 3220 may be waiting to enter the
transfer deck 130B in a predetermined time slot as described
above. In this example, the bot 3220 enters the transfer deck
130B between bots 3200, 3210. Upon entering the transfer
deck 130B, bot 3220 establishes communications with the bot
3200 directly behind it. The bots 3210, 3200 alter their com-
munications so account for the entrance of bot 3220 onto the
transfer deck 130B. In one example, when granting access to
bot 3220 for entering the transfer deck 130B, the control
server 120 may send messages to the bots 3210, 3200 already
travelling on the transfer deck 130B that are affected by the
entrance of bot 3220 for assigning the bots 3210, 3200 new
communication endpoints (e.g. a message to bot 3210 to
disconnect from bot 3200 and connect to bot 3220). In alter-
nate embodiments, bot to bot communication may be per-
formed in any suitable manner for allowing the bots to travel
with each other on the transfer deck 130B.

FIG. 12 is another example illustrating two bots 3301, 3302
in picking aisles 3310, 3311 requesting access to the transfer
deck 130B, two bots 3303, 3305 travelling around the transfer
deck 130B and one bot 3304 on transfer aisle 3320 waiting to
enter the transfer deck 130B. In this example, bot 3302 has
performed a pick and is waiting to enter the transfer deck
130B. Bot 3301 is about to perform a pick, after which it will
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got to point G and wait to enter the transfer deck 130B. The
control server 120 may allow bot 3302 to enter the transfer
deck 130B before bot 3301 because, for example, bot 3305
may be to close to bot 3301 to allow bot 3301 to enter the
transfer deck 130B without disrupting the flow of bots already
on the transfer deck. The control server 120 may allow bot
3301 to enter the transfer deck after bot 3305 passes position
G. Similarly the control server 120 may allow bot 3304 to
enter the transfer deck 130B behind bot 3305. It is noted that
the control server 120 may be configured for simultaneous
communication with each bot 3301-3305 to allow bots to
substantially simultaneously enter and exit the transfer deck
130B. In alternate embodiments, the control server may be
configured to communicate with each bot in a sequential
manner. For example, the control server 120 may communi-
cate with each bot in an order in which communications from
the bots 3301-3305 are received by the control server 120.

In one exemplary embodiment the control server 120 may
include a storage and retrieval system emulator 100A (FIG.
4). In one exemplary embodiment, the system emulator 100A
may be accessed through, for example, a user interface ter-
minal 2410 for any suitable purpose. In another exemplary
embodiment, the system emulator 100 A may be used by the
control server 120 to, for exemplary purposes only, plan for
the execution of any suitable stage of the order fulfillment/
replenishment processes described herein. The system emu-
lator 100A may be configured to emulate the operations of
any suitable component or combination of components (e.g.
bots, multilevel vertical conveyor, bot transfer stations, in-
feed/out-feed transfer stations, inspection stations, etc.) of the
storage and retrieval system 100.

In one example, the system emulator 100 A may include bot
emulators that emulate the actions of one or more respective
bots 110. The software of the bot emulator may be substan-
tially the same as that found in, for example, the bot control
system described in, for example, U.S. patent application Ser.
No. 12/757,312, previously incorporated by reference. There
may be stub implementations to mimic bot movement in
response to bot instructions (e.g. without actual movement of
the respective bot). The bot emulators may run in a place-
holder bot environment and not on the actual bot. The place-
holder bot environment may include a same host environment
or a predefined host environment. In the same host environ-
ment, the control server 120 may initiate a predefined number
of’bot emulator processes on the same computers 120A,120B
(FIG. 2) the control server 120 is run on. In the predefined host
environment the control server 120 may be configured to run
the emulations on predetermined computers that act as one or
more components of the control system 1220 of the bot 110
such as, for example, an on-board computer of the bot 110.
The predetermined computers may be connected to the con-
trol server 120 in any suitable manner such as through, for
example, wired or wireless connections. The control server
120 may perform substantially the same startup sequence and
network communication protocols within the emulated bot
environment as it would in a real bot environment. The emu-
lated bot setup may expose deployment issues with the bots so
that the issues may be fixed before the respective physical
bots 110 are deployed. Similarly, the control system 120 may
include, for example, multilevel vertical conveyor emulators,
bot transfer station emulators, in-feed and out-feed transfer
station emulators and incoming inspection station emulators.
These emulators may be configured to exercise application
program interfaces with the control server, emulate time
latency of respective components of the storage and retrieval
system and offer a way to inject random or controlled failures
into the storage and retrieval system to exercise exception
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handling and their effects on system throughput. In alternate
embodiments, the control server 120 may be configured to
emulate any portion of the storage and retrieval system 100 in
any suitable manner and for any suitable purpose.

It should be understood that the exemplary embodiments
described herein may be used individually or in any suitable
combination thereof. It should also be understood that the
foregoing description is only illustrative of the embodiments.
Various alternatives and modifications can be devised by
those skilled in the art without departing from the embodi-
ments. Accordingly, the present embodiments are intended to
embrace all such alternatives, modifications and variances
that fall within the scope of the appended claims.

What is claimed is:

1. A method for storing loads in a storage and retrieval
system having at least one transfer deck, picking aisles and an
array of multilevel storage rack modules with variably sized
storage areas disposed along the picking aisles, the variably
sized storage areas being configured to hold differing loads,
the method comprising:

providing a controller including a management module

configured to variably size the storage areas of the array
of multilevel storage rack modules;

assigning, with the controller, each of the variably sized

storage areas to a corresponding one of the differing
loads; and

providing a transport for transporting the differing loads

for placement in the variably sized storage areas
assigned by the controller.

2. The method of claim 1, further comprising varying, with
the controller, a position of the storage areas within the array
of multilevel storage rack modules.

3. The method of claim 1, further comprising varying, with
the controller, a dimension of each of the variably sized
storage areas depending on a dimension of the corresponding
one of the differing loads.

4. The method of claim 1, further comprising determining,
with the controller, storage areas from which loads are to be
picked and reserving resources of the storage and retrieval
system for effecting transfer of the loads from respective
storage areas.

5. The method of claim 1, wherein the transport includes
bots for transporting the loads, the method further comprising
managing bot activities so that each bot enters a respective
one of the at least one transfer deck and picking aisles at
predetermined times, and at least one bot is disposed on each
level of the stacked floors for transporting the loads.

6. The method of claim 1, further comprising planning the
ingress and egress of loads to and from the storage and
retrieval system by emulating, with the controller, functions
of one or more components of the storage and retrieval sys-
tem.

7. A storage and retrieval system comprising:

at least one storage rack having storage areas configured to

hold differing loads; and

a controller configured to variably size the storage areas

and assign each of the variably sized storage areas to a
corresponding one of the differing loads.

8. The storage and retrieval system of claim 7, wherein the
storage and retrieval system is configured to transport the
differing loads for placement in the variably sized storage
areas assigned by the controller.

9. The storage and retrieval system of claim 7, wherein the
controller is configured to vary a dimension of each of the
variably sized storage areas.
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10. The storage and retrieval system of claim 7, wherein the
controller is configured to vary a position of the variably sized
storage areas within the storage rack.

11. The storage and retrieval system of claim 7, wherein the
controller is configured to combine adjacent variably sized
storage areas.

12. The storage and retrieval system of claim 7, wherein the
controller is configure to size or resize at least one of the
variably sized storage areas depending on a size of a prede-
termined load.

13. The storage and retrieval system of claim 7, wherein the
controller further includes an inventory planning module con-
figured to determine inventory levels at the end of at least one
predetermined order fulfillment time period and schedule
inventory replenishment orders based on the determined
inventory levels.

14. The storage and retrieval system of claim 7, wherein the
controller further includes an order managing module con-
figured to generate at least one pick transaction for removing
at least one load from the plurality of storage areas.

15. The storage and retrieval system of claim 14, wherein
the order managing module is configured to determine the
storage areas from which the differing loads are to be picked
and reserve resources of the storage and retrieval system for
effecting transfer of at least one differing load from the stor-
age areas.
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16. A storage and retrieval system comprising:

at least one storage rack having storage spaces disposed in
storage areas, each storage space being configured to
hold a load; and

a controller configured to

analyze unoccupied storage areas,

dynamically re-allocate the unoccupied storage areas
into one or more re-allocated storage spaces accord-
ing to a changed size of a respective unoccupied stor-
age area, and

effect transport of a predetermined load to a predeter-
mined re-allocated storage space.

17. The storage and retrieval system of claim 16, wherein
the predetermined load has a size substantially equal to or less
than the predetermined re-allocated storage space.

18. The storage and retrieval system of claim 16, wherein
the controller is configured to analyze the unoccupied storage
areas after each load placement in the predetermined re-
allocated storage space.

19. The storage and retrieval system of claim 16, wherein
the controller is configured to vary a position of the one or
more re-allocated storage spaces.

20. The storage and retrieval system of claim 16, wherein
the controller is configured to combine adjacent unoccupied
storage areas into one or more re-allocated storage spaces.

#* #* #* #* #*



